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Abstract: Land use classification plays an important role in adjusting land structure and developing land resources
reasonably , especially in the farming area. The objective of this research is to choose an appropriate method to classify land
use type in the farming area. A new classification method, Random Forest ( RF) classifier, was applied to make land use
mapping in agricultural cultivation region with multi-source information, including multi-seasonal spectrum, texture and
topographic information. The best classification scheme was chosen to extract land use information, and RF was used to
reduce the dimension of characteristics variables. The RF, support vector machine, and maximum likelihood classification
were used to map agricultural land use, and the applicability of these three different classification methods was analyzed.
The result shows that RF classification of land use classification with multi-source information effects best, the overall
accuracy and Kappa coefficient were 85. 54% and 0. 835 9 respectively. Feature selection method from RF can effectively
reduce the data dimension and ensure the accuracy of classification at the same time. Compared with these three
classification methods, RF performs the highest overall accuracy of 81.08% , which was respectively 9. 46% and 5.27%
higher than support vector machine and maximum likelihood classification. It is an effectively scheme that makes land use
classification in the farming area using RF classifier with multi-source information. It provides a fast and feasible method for
the division of land use types.
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0 Introduction

Land use classification plays an important role in

adjusting land use structure, developing land resources

[1-2]

and monitoring land use status Remote sensing,

with  the fast, macroscopic and synchronous

advantages, can provide efficient and rapid technical

[3-5]

means in extracting land use information

Combined with the remote sensing data and machine
learning algorithms has being a research focus in
classification field. Many researchers try to develop the
performance of different classifiers, such as maximum
likelihood classification, neural networks and support
obtain classification

vector machine, and

results'® .

good

A promising classifier called random forest( RF) has

been widely applied in many fields in overseas,
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however, Chinese researchers have paid little attention
to use this method, especially in mapping land use

0= The aim of this paper is

classes of farming area
to apply RF to make land use mapping in agricultural
information ,

cultivation region with multi-source

including multi-seasonal  spectrum, texture and

topographic information. ~We first analyzed the
influence of classification results by adding many
different variables and discussed the importance of
variables. RF classifier was applied to reduce the
number of input variables by variables importance to

Then, RF was

compared with support vector machine and maximum

improve classification efficiency.

likelihood classification in classification performance.
Finally, we assessed the availability of classification
scheme which applied RF classifier with multi-source

information in land use classification of the farming
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area. This scheme is of great significance in monitoring

land-use status and managing land resources in

agricultural cultivation region in the future.
1 Materials

1.1 Study area

The study area is located at 47°0'5"N ~47°27'4"N,
123°51" 12" E ~ 124°29'47"E, in the southeast of
Heilongjiang Province. It includes an agricultural
cultivation region nearby Qiqgihar and connects to

Zhalong wetland which is about 26. 7 km away from the

Fig. 1

1.2 Data sets

Three Landsat8 (OLI) images from different seasons
were chosen as the multi-temporal input data. The
spring, summer, and autumn images were respectively
acquired on April 21" 2013
( LC81200272013111LGNO1 ), July 10™ 2013
(1.C81200272013191LGNO0) , and October 30" 2013
(1L.C81200272013303L.GNO0 ). All these multispectral
images were quality and cloudless with 30m spatial
resolution. The topographic data produced by USGS
NASA and METI in June 29" 2009 was ASTER Global
DEM. And the 30m DEM has been re-projected to
UTM/WGS84.

2 Methods

2.1 Data processing

For spectral data; first, three multispectral Landsat8
images were conducted radiometric calibration and
atmospherically corrected using FLAASH module in
ENVI 5. 1. Then corrected data was subset in order to
consistent with the scope of study area. Finally, these
multi-spectral images were re-projected to the UTM

( WGS84 datum )

coordinate system 1in zone 51

south of Qiqgihar (Fig. 1). Land use types in study
area including water area and water conservancy
facilities (lake, river, pond, canal and shoaly land) ,
cultivate land ( paddy field and wupland field ),
residential land (habitation) , and other lands ( alkali-
saline land and marsh ), there is no woodland and
meadow. During classification experiment, we took the
water area, water conservancy facilities and cultivate
land as major classified objects, the habitation and
other land types as secondary objects, besides we did

not consider the woodland and meadow.
124%0 '0'E 124°10 0'E 124220 '0°E
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Study area

according to the location of study area.

For topographic data . firstly, two GDEM images were
mosaicked to a complete elevation image. Secondly,
the new mosaic image was cut in accordance with the
size of study area. Finally, DEM and spectral data
were co-registered together keeping same geographic
reference. For using optical data and topographic data
in classification at the same time, these two dataset
must both resample to 30 m spatial resolution.

2.2 Feature extraction

Spectrum feature variable: we extracted different
predictive variables from three seasonal Landsat8
(OLI') images ( spring,
including band2 to band7,
component (PCAl and PCA2), normalized difference
vegetation index ( NDVI) and modified normalized
difference water index (MNDWT) 2.

Texture feature variable; due to a variety of object

summer and autumn ),

first two principal

types with obvious texture features in summer, the first
principal component from summer multispectral image
was used to calculate eight statistical texture features by
gray level co-occurrence matrix ( GLCM ), including

mean, variance, homogeneity, contrast, dissimilarity,



No. 1 Ma Yue, et al: Classification of Land Use in Farming Area Based on Random Forest Algorithm 3

.21
entropy, second moment and correlation'?'” .

Topographic feature variable: this type of feature

variables were derived from GDEM image, which

included elevation, slope and aspect information. All
of the feature variables used in classification have been

shown as follow in Tab. 1.

Tab.1 Statistics of characteristic parameters

Feature information Feature variables Count
Spring( SPR) B,G,R,NIR,SWIRI ,SWIR2,PCA1,PCA2 ,MNDWI,NDVI 10
Spectrum( OLI) Summer( SUM) B,G,R,NIR,SWIRI ,SWIR2,PCA1,PCA2 ,MNDWI,NDVI 10
Autumn( AUT) B,G,R,NIR,SWIRI,SWIR2,PCA1,PCA2 ,MNDWI,NDVI 10
Mean (mea), Variance (var), Homogeneity (hom),
Texture ( TXT) Contrast ( con) , Dissimilarity (dis), Entropy (ent) , 8
Second moment (sm), Correlation (cor)
Topography ( DEM ) Elevation( eleva) ,Slope, Aspect 3

2.3 Classification technique
Random forest is a promising machine learning
algorithm which consists of many CART decision

“22). first, N training data are randomly extracted

trees
from original data by bootstrap sampling, and each of
the training set is two-thirds of original data. Then, N
classification and regression trees ( CARTs) which are
generated using bootstrap samples can grow into a
classification forest. With trees growing, m features in
the total M variables (m <M ) are randomly sampled
and individual trees uses the Gini Index as a measure
to select the best variable from m features for node
splitting. Finally, each CART produces a predictive
result as a vote, and one class is determined by a
majority vote among the N CARTs. About one-third
samples are not selected to construct CARTs called out-
of-bag (OOB) data. OOB data can be used to evaluate
internal error of random forest classifier called out-of-
bag error.

Random forest algorithm was performed in
R-project. There are two input parameters need to be
defined in this algorithm, one is the number of trees
(N), the other is the number of split variables (m).
The experiments showed that OOB error trends to be
stable when N is more than 500, and random forest did

not appear over-fit phenomena. In this study, we set N

to 500, and the square root of the total number of

variables ( /M) was used as the number of split
variables (m) at the nodes.
2.4 Importance of the variables and feature
selection
Random forest variable importance is calculated by
considering the OOB error: first, the out-of-bag error

of each decision tree (e,) is calculated according to

the out-of-bag data. Then the value of variable X' is
randomly permuted and out-of-bag error is recalculated
(¢ ). Finally, variable importance of X is equal

tol53 24

N
V() = X (e -e,)
N =

Due to the change of variable X', if the more the
out-of-bag error increases and the greater the
classification accuracy reduces, it explains that the
more important the variable X’ is.

In this paper, we input a large number of feature
variables for classification, such as spectral variables,
texture variables and topographic variables, but not
each of them can play a significantly positive role on
the classification. With the advantages of random forest
algorithm, these feature variables are selected by the
variable importance to reduce the dimension of the
input data set.

2.5 Accuracy assessment

In order to assess the accuracy of different
classification results, we randomly collected 740
samples to set up an accuracy assessment database
using high-resolution image from Google Earth. The

confusion matrix and precision index were calculated to

verify the classification accuracy.
3 Results and discussion

3.1 Results of classification schemes

3.1.1 Accuracy assessment among different schemes
To choose the best scheme for land use

classification, six models, SPR, SUM, AUT, OLI,

OLI + TXT and OLI + TXT + DEM, were explored in

our research. A confusion matrix was calculated to

estimate the overall accuracy, Kappa coefficients,
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omission error rates and commission error rates for each

Kappa coefficient

Comission error/%

model were presented in error figures (Fig.2).
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From Figs. 2a and 2b, compared the overall

accuracy and Kappa coefficients between six models,
the accuracy rate gradually increased with adding
different feature variables in models. Adding spectrum

feature variables, overall accuracy and Kappa
coefficients significantly increased from single-season
spectral model ( SPR, SUM, AUT) to multi-season
spectral model ( OLI).

Kappa coefficients were highest rose by 15%

The overall accuracy and
and
0.170 9 respectively. Adding texture and topographic
the overall accuracy of OLI, OLI +
TXT and OLI + TXT + DEM models were 80.41% ,
84.32% and 85.54% respectively, successively rose
by 3.91% and 1.22%.

of accuracy rates,

feature variables,

According to the rising range
texture variables had a greater
influence on classification accuracy than topographic
variables.

From Figs. 2¢ and 2d,
rates and omission error rates from three classification

models (OLI, OLI + TXT and OLI + TXT + DEM) , of

which the overall accuracy and Kappa coefficients were

it shows the commission error

higher than others among the six predictive models. In
the OLI + TXT model with adding texture variables,
both the commission error rates and omission error rates
paddy field,
especially of the pond,

of pond, canal, shoaly land and marsh

were dropped, canals and

paddy field. The OLI + TXT + DEM model adding

topographic variables,
field, commission error rates of classification objects
were all lower than OLI + TXT model.
3.1.2
As shown in Fig. 3,
from OLI, OLI + TXT and OLI + TXT + DEM were
respectively listed according to the OOB error. In the
spectrum variables were described as ‘ Band
The ndvi, b2, b4, b5, b6,
respectively represented normalized
modified
blue band, red band,

shortwave infrared bandl ,

except for the pond and paddy

Importance of the variables

the first twenty-five variables

figure,
name_season .
b7 and pca2

difference

mndwi ,

vegetation index, normalized

difference water index, near-

infrared band, shortwave

infrared band2 and second principal component, which

were extracted from Landsat8 ( OLI). The spr, sum

and aut respectively represented the season of spring,
summer and autumn. The con, mea, dis, ent, var and

hom respectively  represented  contrast, mean,

dissimilarity, entropy, variance and homogeneity,

which were calculated by gray level co-occurrence
matrix (GLCM). The eleva represented elevation from

DEM image.

From Fig.3a, the three-season

in OLI model,
variables all contributed to improve the classification

accuracy. The variables of ndvi_sum, mndwi_sum,

b7_sum,b4_sum and b6_sum effected more important
As for

in classification, and ranked in the top five.
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OLI + TXT model, in Fig. 3b, con (contrast) was the
most important variable in OLI + TXT model, followed
by mea (mean), dis ( dissimilarity), ent ( entropy )
and var (variance). In the OLI + TXT + DEM model,

ndvi_sum ndvi_sum

mndwi_sum mndwi_sum

b7 sum ? peal spr
b4 sum b7 sum
b6 sum — b4 sum
£ pea_spr j— = mndwi_spr
g mndwi_spr j— g b7 _spr
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‘.:;' peal_aut |— ‘.i’: con
= b7 spr |— & b7 _aut
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(a) OLI

var

16

Mean decreasing accuracy

T

as Fig. 3¢ shows, among the topographic variables,
eleva (elevation) played a major role in improving the

classification accuracy.
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Fig.3 Variable importance

3.2 Discussion of classification schemes

We analyzed and estimated six classification models
(SPR, SUM, AUT, OLI, OLI + TXT and OLI + TXT
+ DEM ) based on the four evaluation indexes,
including overall accuracy, coefficients,
This

the model with multi-source

information ( OLI + TXT + DEM ), including multi-

Kappa
omission error rates and commission error rates.

research found that,

seasonal spectrum, texture and topographic variables,
produced the highest classification accuracy, it could
effectively distinguish the agricultural land and non-
agricultural land, and extract the land use information
more accurately in the farming area.

in order to confirm how did feature

added the

classification accuracy, we compared the importance of

Moreover,

variables in  models influence on
feature variables calculated by random forest algorithm
and the characteristics of land use types. The results
showed that among the classification types of land use
in the study area, the paddy field, upland field and
shoaly land had more information about vegetation and
water. And the variables, such as MNDWI, NDVI,
red and near infrared band which were related to the
vegetation-water information, were more important in
classification than other feature variables. The result of
feature importance derived from random forest
algorithm was consistent well with the actual situation.
As for the water conservancy facilities, such as pond,
canal and paddy field, these land cover classes had

obvious texture characteristics. And land cover types,

such as river, lake, upland field and marsh, had
significant differences on the texture homogeneity. The
location of farming area was less affected by the
topographic relief, and the importance of texture
variables calculated by random forest was higher than
the topographic variables. The result presented that
random forest feature importance was consistent well
with the actual situation on texture and topographic
characteristic. In general, random forest could well use
the differences between samples, select the most
relative information of land cover types, and then
classify by the best variables. The importance of
variables from random forest algorithm could be reliably

used to extract the feature variables.
4 Comparison of classifiers

4.1 Feature selection
In general, model with multi-source information

(OLI + TXT + DEM ) the

classification accuracy, but it added too many feature

produced highest
variables in the classification. After analysis of the
variable importance from random forest algorithm,
among the 41 variables added in the OLI + TXT + DEM
model, we selected the first ten feature variables which
well contributed to the classification accuracy and
contained much different feature information. These ten
variables were mndwi_sum, ndvi_sum, pca2_spr, b7_
sum, b4_sum, pca2_aut, b6_sum, con, b7_aut and
In the

selected by the importance of variables, random forest

eleva. research, feature information was
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classifier could automatically remove the less important

variables to reduce the dimension of variables and time

cost, and improve the classification efficiency.

4.2 Accuracy assessment among different classifiers
To compare the applicability of different classifiers

on extracting land use types, we applied three

classifiers with selected feature variables, the
classifiers included random forest, maximum likelihood
classification and support vector machine, which were
marked as FS _ RF, FS _ MLC and FS _ SVM.
A confusion matrix was calculated according to the
classification results to estimate the overall accuracy
and Kappa coefficients. In order to verify the
differences of classification accuracy between features
selected and non-selected, we compared the results of
classification with feature selection and without feature
selection (Tab.2).

From Tab. 2, overall accuracy and Kappa coefficients
of FS _ RF model were 81.08% and 0.785 2,

respectively, little different from the classification

result without feature selection, and the overall rates

could also reach more than 80% . But with feature
selection, the dimensionality of variables was greatly
reduced from 41 variables to 10 variables. Through the
above analysis, a classification scheme of random forest
algorithm with feature selection could remain the most
important information of classification objects. This
scheme could reduce the dimensionality of input
datasets to shorten operation time and improve
classification efficiency, but it could also produce
higher accuracy of classification.

Among the three classification models, FS _ RF
model produced the highest overall accuracy of
81.08% and Kappa coefficients of 0.785 2. The
research found that random forest algorithm could
process high-dimensional data in parallel to shorten
operation time and improve the efficiency of
classification. The results showed that random forest
could effectively distinguish agricultural land and non-
agricultural land, and perform good applicability of
extracting the land cover information more accurately in

farming area.

Tab.2 Comparison of different classification accuracies

Index OLI_RF OLI + TXT_RF OLI + TXT + DEM_RF FS_RF FS_SVM FS_MLC
Overall accuracy/% 80. 41 84.32 85.54 81.08 71.62 75. 81
Kappa coefficient 0.7770 0.8220 0.8359 0.7852 0.7276 0.678 3

4.3 Comparison of classification results

In order to reveal the results of land use
classification with variables selection by different
classifiers in the farming area, we analyzed different
results of 4 classification models, OLI + TXT + DEM _
RF, FS_RF, FS_SVM and FS_MLC, and then land
use mapping was present as Fig. 4 showed.

From Figs. 4a and 4b, after selecting variables,
random forest algorithm could also clearly distinguish
every land cover type in the farming area. Compared
with the scheme of classification with high-dimensional
variables, RF with variable selection could more
efficiently and rapidly extract the information of land
use cover. From Figs.4b ,4¢ and 4d, among the three
classifiers, support vector machine and maximum
likelihood classification algorithm made some obvious
mistakes during classification. For example, in
Fig.4c, many ponds were classified as lakes by
mistake and in Fig.4d, the -cultivated land was

seriously mistook as canals in the classification result.

In a word, it was a reasonable classification scheme of
using random forest algorithm with selected variables,

which truly realized to extract information efficiently.
5 Conclusions

Land use cover could achieve to classify in the
farming area based on random forest algorithm with
multi-source

information, including multi-seasonal

spectrum, texture and topographic information.
Compared with the traditional classifier, random forest
classifier could effectively apply the differences
between training samples, and select the best variable
to classify. The ability of processing high-dimensional
data in parallel significantly improved the efficiency of
land use classification in farming area. Random forest
variable importance could be used as a measure to
select features, and effectively reduced the
Combined with the

comprehensive information with selection and random

dimensionality of input data.

forest algorithm, it could truly realize a good balance
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between

applicability.

(c)FS_SVM

(d)FS_MLC

Fig.4 Comparison of different classification results

classification efficiency, accuracy, and

It provided a reliable method and

advantageous basis to extract the information of land

use in a large area of agricultural cultivation region in

the future.
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Classification of Land Use in Farming Area Based on Random Forest Algorithm

Ma Yue' Jiang Qigang' Meng Zhiguo'”> Li Yuanhua' Wang Dong’ Liu Huaxin'
(1. College of Geo-exploration Science and Technology, Jilin University, Changchun 130026, China
2. Key Laboratory of Planetary Sciences, Chinese Academy of Sciences, Shanghai 200030, China
3. College of Forestry, Southwest Foresiry University, Kunming 650224, China)

Abstract; Land use classification plays an important role in adjusting land structure and developing land
resources reasonably, especially in the farming area. The objective of this research is to choose an
appropriate method to classify land use type in the farming area. A new classification method, random
forest (RF) classifier, was applied to make land use mapping in agricultural cultivation region with multi-
source information, including multi-seasonal spectrum, texture and topographic information. The best
classification scheme was chosen to extract land use information, and RF algorithm was used to reduce the
dimension of characteristics variables. The RF algorithm, support vector machine, and maximum
likelihood classification were used to map agricultural land use, and the applicability of these three
different classification methods was analyzed. The result shows that RF classification of land use
classification with multi-source information effects best, the overall accuracy and Kappa coefficient are
85.54% and 0. 835 9 respectively. Feature selection method from RF algorithm can effectively reduce the
data dimension and ensure the accuracy of classification at the same time. Compared with these three
classification methods, RF algorithm performs the highest overall accuracy of 81.08% , which is
respectively 9.46% and 5.27% higher than support vector machine and maximum likelihood classification.
It is an effective scheme that makes land use classification in the farming area using RF classifier with
multi-source information. It provides a fast and feasible method for the division of land use types.

Key words: land use classification; farming area; random forest algorithm; multi-source information;

feature selection
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